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Registry: Katello vs Pulp functions

Katello

● Token 
authentication

● Catalog
● Search

Pulp

● Content 
distribution



Registry: Apache Setup

  <Location "/pulpcore_registry/v2/">
RequestHeader unset REMOTE_USER
RequestHeader set REMOTE_USER "%{SSL_CLIENT_S_DN_CN}s" 

env=SSL_CLIENT_S_DN_CN
ProxyPass unix:///run/pulpcore-api.sock|http://pulpcore-api/v2/
ProxyPassReverse unix:///run/pulpcore-api.sock|http://pulpcore-api/v2/

  </Location>

Pulp-Container’s /v2 endpoint clashes with Katello’s /v2 
smart proxy endpoint



Katello Container Naming

● Container repos have 
prefixes/namespaces
○ Determined by CV & LCE

● Namespaces are 
slash-delimited by default

● Necessary to differentiate 
between images

$ podman search katello.example.com
NAME
katello.example.com/my_org/library/my_cv/my_prod/firefox



Katello Container Naming



Problem: Container Tagging
Your 

Container

Latest tag 
moved to who 
knows what



Solution: Content Views

● Snapshot container repositories
● Serve snapshot and newest synced 

containers at once
● Separate different snapshot versions by 

lifecycle environment
○ Can power a pipeline



Solution: Content Views

Container Product

Apache

PostgreSQL

PHP

Container Content View

Apache

PostgreSQL

PHP

Publish



Solution: Content Views

$ podman search apache
NAME
example.com/my_org/my_prod/apache
example.com/my_org/mv_cv/apache

* results will depend on the lifecycle environment 
container naming scheme



Solution: Content Views

Development Testing Production

host/org/cv/
dev/apache

host/org/cv/
test/apache

host/org/cv/
prod/apache



Alternative?

$ podman pull apache@sha256:7bba87…

Issue: not reproducible
● Container content discoverable by tag only
● Another environment may never see the 

same digests if upstream tags move



Introducing Container Push

$ podman push 66640e9653de \
example.com/org/prod/arianna3:latest

Getting image source signatures
Copying blob 29e363cff31e skipped: already exists  
Copying config 66640e9653 done   |
Writing manifest to image destination

Why?
Distribute your own containers without a second 
registry!



How-to

● Namespace pushes by organization and product

$ podman push 66640e9653de \
`hostname`/default_organization/product/busybox:latest



How-to

● IDs may be used if names are ambiguous
○ Org & product labels are case sensitive in 

Katello, but container repository names are 
downcased

$ podman push 66640e9653de \
`hostname`/id/1/130/busybox:latest



Technical Lesson: Container Push & 
Content Views

● What are some core features of content views?
○ Snapshotting repositories
○ Distributing content at customizable paths



Technical Lesson: Container Push & 
Content Views

● How do you snapshot repositories?
○ Save the current repository version

● How do you distribute content at a custom path?
○ Create a new Pulp Distribution

Issue:

https://pulpproject.org/pulp_container/docs/user/guides/push-image/


Technical Lesson: Container Push & 
Content Views

● To work with the limitations: copy Pulp push repo
● CopyAllUnits action either:

○ Copies current latest_version_href, or
○ Copies content to a new repo if filtering

The solution then is to force copying for all container 
push repositories



OCI Flatpak Support

● Katello can act an OCI flatpak remote for registered 
clients.

● Katello can sync flatpak repositories and distribute 
them.

● Clients can point to katello server as a flatpak 
remote and install repositories hosted on it:
flatpak --user remote-add 
--authenticator-name=org.flatpak.Authenticator
.Oci katello oci+https://katello.example.com/
flatpak remote-ls
flatpak install firefox



$ hammer flatpak-remote create --name=$name --url=$url

$ hammer flatpak-remote list

$ hammer flatpak-remote info

$ hammer flatpak-remote scan --id=$ID

$ hammer flatpak-remote repository list \
      --flatpak-remote-id=$ID

$ hammer flatpak-remote remote-repository mirror \ 
      --id=$remote_repo_id --product-id=$product

$ hammer repository sync --id=$repo_id



OCI Flatpak Support Status

● Hammer-only for Katello 4.16
● Taxonomy / content view / lifecycle environment 

scoping calculated by IP address for registered 
hosts
○ Unknown hosts will see global latest Flatpaks 

on system
● No taxonomy / content view / lifecycle environment 

scoping on smart proxies yet



Bootable Containers

“The bootc documentation summarizes bootable 
containers as "transactional, in-place operating 
system updates using OCI/Docker container 
images". In other words, updates to the 
operating system (OS) are shipped by using 
container images. That implies that the Linux 
kernel, the bootloader, drivers, etc. are all part of 
the container image which renders the container 
image "bootable".”

- https://docs.fedoraproject.org/en-US/bootc/getting-started/

https://containers.github.io/bootc/


Bootable Containers

“Bootc container images differ technically from 
application containers in two important ways:

● bootc images use OSTree inside the 
container

● A bootc image has a kernel and enough 
other packages to boot a physical or virtual 
machine.”

- https://www.redhat.com/en/blog/image-mode-red-hat-enterprise-linux-quick-start-guide

https://containers.github.io/bootc/intro.html
https://containers.github.io/bootc/relationships.html#relationship-with-rpm-ostree


Bootable Containers



Bootable Containers



Bootable Containers



Bootable Containers



Demo time!



Thanks!

https://theforeman.org/
https://github.com/Katello/katello
https://github.com/Katello/smart_proxy_container_gateway 

 


